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ABBREVIATION
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NN
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Gaussian mixture model
Neural network
Recurrent neural network
Mixture density network

Recurrent mixture density network

Autoregressive model

Autoregressive RMDN (proposed model)
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INTRODUCTION

Text-to-Speech
® Based on parametric speech synthesis

N'P‘M

vocoder

acoustic model

text analyzer

text

* thiswork: on acousticmodels based on neural networks



INTRODUCTION

Acoustic models based on neural networks
® RNN [

(65) generated acoustic features

input textual features

[
»

time (frame) axis

* outputofRNN: 5, (spectralfeatures, FO...)

[1] Fan, Y., Qian, Y., Xie, F.-L., & Soong, F. K. (2014). TTS synthesis with bidirectional LSTM based recurrent neural networks. In Proc. 7/18/17 5
INTERSPEECH (pp.1964-1968).



INTRODUCTION
Acoustic models based on neural networks

® RMDN [2!
/\'J\ ]\V\ M /\ /\ distribution p(o;; My)

131
333

* outputof RMDN: M, for p(os; M,)

input textual features

[2] Schuster, M. (1999). Better Generative Models for Sequential Data Problems: Bidirectional Recurrent Mixture Density Networks. In 7/18/17 6
Proc. NIPS (pp.589-595).



INTRODUCTION
Acoustic models based on neural networks

® RMDN [34]
MMM [\ GMMm

* RMDN usingGMM

o 1 M 1 M 1 M
Mt—{wt7"'7wt s Mgy Kot 72757"' 7215 }

T

T M
plor.r; My.T) = Hp(Ot;/\/lt) = H Z wi"N(og; ", 7).

t=1 t=1m=1

* generate o, from GMM using MLPG [

[3] Bishop, C. M. (2004). Mixture Density Networks. Retrieved from http://eprints.aston.ac.uk/373/
[4] Schuster, M. (1999). Better Generative Models for Sequential Data Problems: Bidirectional Recurrent Mixture Density Networks. In Proc. NIPS (pp. 589—595)7/18/17

[5] Tokuda, K., Yoshimura, T., Masuko, T., Kobayashi, T., & Kitamura, T. (2000). Speech parameter generation algorithms for HMM-based speech synthesis. In Proc.
I1FACCD nn 12151219
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MOTIVATION
Conventional RMDN

T
® Independenceassumption: plov.r; Mip) = | [ plos M)

t=1

® Alternative?
* theidea of Autoregressive HMM (for speech synthesis [©l)

[6] Shannon, M., Zen, H., & Byrne, W. (2013). Autoregressive models for statistical parametric speech synthesis. IEEE Transactions on Audio,

Speech, and Language Processing, 21(3), 587-597. 7/18/17



DEFINITION
Proposed model: AR + RMDN

- RMDN

® AR assumption: plour; Mur) = Hp(Ot\Ot—K:t—UMt)

t=1

7/18/17 10



DEFINITION
AR-RMDN using GMM

a- a- a-
v

t=1m=1

M
* baselineRMDN:  plor.r;i Mir) = [ [ D wi'N(os; pi*, =f)
M

- AR-RMDN: plovr; Mur) = || D wi'N(o; ui + f(or—k1-1), 2

t=1m=

—_

K
flor—kit—1) = Z ar ©o_+b
k=1

O {ala"' 7a'K7b}
1. time invariant (context-independent)

2. joint training with RMDN using back-propagation

7/18/17 11
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BEFORE INTERPRETATION

A glimpse of the results

Generated trajectories of the 30t dimension of mel-generalized cepstrum coefficients

0.2

0.1

MGC (30th dim)

100

200

smooth?

300 400 500 600 700 800 1000
Frame index (utterance BC201/1_nancy_APDC2-166-00)

Natural data AR-RMDN

7/18/17 13



MGC (30th dim)

BEFORE INTERPRETATION
A glimpse of the results

Generated trajectories of the 30t dimension of mel-generalized cepstrum coefficients

0.2

0.1

-0.2

-0.3

W ¢

W

iy

A

(AR

MA

200

300

400 500

600 700
Frame index (utterance BC201/1_nancy_APD{C2-166-00)

Natural data

larger dynamicrange?

AR-RMDN

Y

RNN RMDN

7/18/17

1000
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Signals and filtersin AR-RMDN

INTERPRETATION

® Simple case: 15t order AR

f(Ot—1) =a ® 0i_1 +b,where a = |a1,--- ,ap

e forGMM in AR-RMDN

(()t’()t 1 /\4

or.d — f(0t—1.d)

=|0t,d — d0t—1,d

T
(IOt,d - f(Ot—l,d - led)z
eXp 20%2 )

d € [1, D], dimension index

t € [1,T], frame index

7/18/17 15



INTERPRETATION
Signals and filtersin AR-RMDN

® Simple case: 1t order AR:

Ct,d = Ot,d — Ad0¢—1.d de[1,D], dimension index

t € [1,T], frame index

e ifT=2 Cl,d = 01,4

C2.d = 02,d — A4d01,d

e ) o] = e
—aq 1| |o2.4 C2.d

7/18/17 16



INTERPRETATION
Signals and filtersin AR-RMDN

® Simple case: 1t order AR:

Ct,d = Ot,d — Ad0¢—1.d de[1,D], dimension index

t € [1,T], frame index

e ifT=3 Cl,d = 01,4
C2.d = 02,d — Ad01,d

C3,d — 03d — A4d02.d

7/18/17 17



Signals and filtersin AR-RMDN

® Simple case: 1t order AR:

Ct,d — Ot,d — Ad0t—1.d

* ingeneral

INTERPRETATION

-

d € [1, D], dimension index

S

01.d
02.d
03.d

oT,d

[1,T] , frame index

C1,d
C2.d

cT.d

7/18/17
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INTERPRETATION
Signals and filtersin AR-RMDN

® Simple case: 1t order AR:

* afilteringprocessing
d € [1, D], dimension index

O1.T,d —> A(2) =1 —aqgz" ! |— curd
[ 1 O 0 s O_ _Ol,d_ _Cl,d_
—Qaq 1 0 cee 0 02.d C2.d
0O —aq 1 -+ 0] .|034]| — |C3,4
| 0 R 0 —aqd 1_ _OT,d_ _CT,d_
Ol:T,d c]_:T,d

L)

% A%2z) denotes thefilterin z-domain

7/18/17

19



INTERPRETATION
Signals and filtersin AR-RMDN

® Simple case: 1t order AR:

* afilteringprocessing
d € [1, D], dimension index

1
d
0174 <— H%z) = A2 <« CuTd

— - —1 — - — -

1 0 0 0 C1,d 01.d

—Qaq 1 0 s 0 C2.d 02.d

0 —ad 1 0 . 1C3d| = |93,d

i 0 s 0 —Qaq 1_ _CT,d_ _OT,d_

C1:T7.d O1:7,d

< H%z) denotesthefilterin z-domain

7/18/17 20



INTERPRETATION

Signals and filters in AR-RMDN
® With high order AR

* jointtraining of AR filterand RMDN using back-propagation:

AR-RMDN
AR analysis filter RMDN
K T
orrd — || AY2) =1~ arqz™" |—> cura — [[p(c M) | ——
k=1 t=1
* generation:
o AR-RMDN
AR synthesis filter RMDN
T
~ d 1 ~ .
O1.Td «— ||H%(2) = 7 ¢ C1.T.d — HP(CtaMt) N
L= ey ka2 " t=1

d € [1, D] , dimension index 7/18/17

textual
features

textual
features

21
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IMPLEMENTATION

Stability of the filter
® H%z) must be stable

01:7T,d «—

AR-RMDN

AR synthesis filter

1

Hi(z) =
e > i anaz

¢ C1.T7.d <

- textual
features

|

infinite impulse responsefilter

[7] Oppenheim, A. V, Schafer, R. W., & Buck, J. R. (1999). Discrete-time Signal Processing (2nd Ed.). Upper Saddle River, NJ, USA:

Prentice-Hall, Inc.

7/18/17 23



IMPLEMENTATION

Stability of the filter
® H%z) must be stable

° unstable gé(z) ----- > o114 Will beinfinitelylarge!

332 . v v
FO output from unstable filter

) 05 1 15 2
Frame index (t)
7/18/17 24



IMPLEMENTATION

Stability of the filter
® General requirement:

* H%2z)'s polesareinside the unitcircle "]

® Asimple trick (with a strong constraint):

H =
)= Zk: pagzk Hl—akz : ar < B
° requirement: ar € (—1,1)
* howto: ay = tanh(dy)

[7] Oppenheim, A. V, Schafer, R. W., & Buck, J. R. (1999). Discrete-time Signal Processing (2nd Ed.). Upper Saddle River, NJ, USA:
Prentice-Hall, Inc.

7/18/17 25
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DATA
Corpus

_ Neme | sz | Usage

Validation set: 500 utterances

Blizzard Challenge About 12,000 utterances Test set: 500 utterances
2011 corpus 8 16 hours ..
Training set: the rest
Features
Input features Phoneme sequence, stress, pitch accent... 382
Tt (extracted using Flite!®!)
Mel-generalized cepstrum coefficients (MGC) 60
lie rgetl‘)etatures Continuous FO trajectory + Unvoiced/voiced flag 1+1
Band aperiodicities (BAP) 25

[8] King, S., & Karaiskos, V. (2011). The Blizzard Challenge 2011. Retrieved from http://festvox.org/blizzard/bc2011/summary_Blizzard2011.pdf
[9] HTS Working Group. (2014). The English TTS System “Flite+hts_engine.” Retrieved from http://hts-engine.sourceforge.net/ 27



SYSTEMS
| Descripon | Configwation

(1) feedforward tanh [512]
(2) feedforward tanh [512]

RNN without Aoy, A%o, (3) Bi-LSTM [256]
(4) Bi-LSTM [256]
(5) feedforward linear output [259]
Same RNN + MDN:
1. GMM (2 mix) for MGC

RMDN without Ao, A% 2. GMM (2 mix) for FO

3. GMM (1 mix) for BAP
4. Binary distribution for U/V

RNN+MLPG B! with Aoy, Ao, Same as RNN

Same as RMDN, with AR

1. GMM (2 mix, 15t order AR) for MGC
AR-RMDN without Aoy, A*o; 2. GMM (2 mix, 2™ order AR) for FO }_

3. GMM (1 mix) for BAP

4. Binary distribution for U/V

number of AR parameters:1 *60+60+2*1+1=123 <«—

[5] Tokuda, K., Yoshimura, T., Masuko, T., Kobayashi, T., & Kitamura, T. (2000). Speech parameter generation algorithms for HMM-based speech

synthesis. In Proc. ICASSP (Vol. 3, pp. 1315-1318). 7/18/17 28



EXPERIMENTS

Results
® Trajectory of the generated MGC:

6 ‘ — :\ g /o A <‘ A AN A \\.“ \ —
V f‘ Y \ )
E,
-c — p—
o -
z | A\
O ol
(O] 2 NAT
= RNN v \
RNN+MLPG
0 RMDN —
AR-RMDN . .
| | | | | | | 1st dlmlen5|on of MGC
2
100 200 300 400 500 600 700 800 1000
5 I I I I I I I I
4 |
— 3 —
£
©
22
o
o 1
5]
= oL NAT
RNN
] RNN+MLPG d A )
RMDN 2" dimension of MIGC
AR-RMDN
> | : | | | ! | !
100 200 300 400 500 600 700 800 1000

Frame index (utterance BC2011_nancy_APDC2-166-00)

7/18/17 29



MGC (15th dim)

MGC (30th dim)

EXPERIMENTS

Results
® Trajectory of the generated MGC:

|
0.8 | 15t dimension of MGC -
0.6 — A —
04 |- - -
A uey A N O RN
) \ y . A ‘. a A A\ 7 A A ! 4 A
O.(Z) * /K ) f « ’ ‘ A //&\, NN | \ a [\ § f ‘ | / N
0.2 v ﬂ ‘ gﬁL V (\ 0\/ \ '/ _
-0.4 RNN+MLPG —
RMDN
0.6 AR-RMDN m
0.8 | | | | | | | |
100 200 300 400 500 600 700 800 1000
| | | | | I | |
NAT
RNN
02 RNN+MLPG |
RMDN
01 | ' A AR-RMDN A &A _
0' A /ha A \ 3\ ‘\ \«/‘ ) u\\ \'A /\,\., A A" \ ¥
YV A (A P | » 7 ) \ - N
-0.1 '/ f/ J \" ( % 2\ ' A\ ( ’ « —
021 ] . _
| | | | | | | 30th dllmen5|on of MGC
-0.3
100 200 300 400 500 600 700 800 1000
Frame index (utterance BC2011_nancy_APDC2-166-00)
7/18/17 30



MGC (45th dim)

FO (Hz)

EXPERIMENTS

Results
@ TraJectory of the generated MGC and FO:

0.2 — |
o | ~ k ( ) \ A |
\ v, / 7,
0 s .“. \V' V '.‘ v J \d A N v
A
NAT
RNN
-0.2 — RNN+MLPG —
RMDN . o
0 | | AR-RMDN | | | 45th dlmen5|on of MGC
. 100 200 300 400 500 600 700 800 1000
450 I I I I I
400 FO (after unvoiced/voiced classification)-
350 — —
300 — —
250 | A % .
o 200 | i’% ]
150 ff NAT _|
RNN
100 Lt RNN+MLPG |
RMDN
50 ft AR-RMDN ]
0 | | 111 | | | |
100 150 200 250 300 350 400

Frame index (utterance BC2011_nancy_APDC2-166-00)

7/18/17 31



GV of MGC

EXPERIMENTS

Analysis
® Global variance 19 of the generated MGC and FO trajectories

2 GV of MGC GV of FO
—_
10.05 - |
0 1 | *
|
10 |
-2 §
AR-RMDN |
4| NAT | 9.95
L + +
©
-6 & '
2 I O o9} ;
|
8L . ! |
RNN+MLPG 9851 | A4
NAT RNN i
10 L RNN .
RNN+MLPG RMDN +
RMDN 9.8 - ’ '
AR-RMDN 1
-12 - | 1 1] | L L L I
1 20 40 60 NAT RNN RNN+MLPG RMDN AR-RMDN
Order of MGC
[10] Toda, T., & Tokuda, K. (2007). A speech parameter generation algorithm considering global variance for {HMM}-based 7/18/17 32

speech synthesis. IEICE Transactions on Information and Systems, 90(5), 816-824.



EXPERIMENTS

Analysis
® Alarger dynamic range (higher GV)?
AR-RMDN
AR synthesis filter RMDN part
T
~ 1 ~
Ou7d — ||H%(2) = C1.T,d —— p(es; My)
1-— Z?:l ak’dz_’“ 1];[1

Frequency response of HY(z) for MGC

_ 10| e
=) Q —=-—-H"(@) |de1,D], dimension index
8 5% — T H@
= ‘ H?(2)
c
g Of
= NS
5 |

250 500 750 1000
Frequency bin (7/1024) 7/18/17 33



EXPERIMENTS

Results
® Samples:

w/o formant

TR R R R

enhancement A\ N\ ) K\ . %”\\H

< ) d”//l’ ) //”/' J 4'/" J j'//” : )

o TR S R

with formant

enhancement i %”\\H ) \\”\\H ) QI\H R\
) /// 0 &// J 4// ) //"//H

* formantenhancement wasusedin subjective evaluation

Other samples : here or tonywangx.github.io 7/18/17 34
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CONCLUSION
® Model:
* AR-RMDN : a pair of AR filter+ RMDN

® Results:
* AR synthesisfilter: a 'low-pass' filter
* AR analysisfilter: a 'high-pass' filter (see pp.45-46)

* generated trajectories with alarger dynamicrange
* better perceived quality

Subjective evaluation (MUSHRA test)

(o))
o

Rates (0-100)
S

S
o

RNN RNN+MLPG RMDN AR-RMDN

7/18/17

36



RECENT WORK

® [nverse AR filter with complex poles

AR synthesis filter

AR-RMDN

1

61:T,d — Hd(z) =

1— Y apaz™

k

Ci1.:7,d -

RMDN part

T

Hp(Ct; Mt)

t=1

usingsigmoid & tanh function

please see attached slides pp.58

7/18/17

37



FUTURE WORK

® Sampling from the model

450
400
350
300

5250 i
E 200 H
150 |
100 ft
50

NAT
AR-RMDN
AR-RMDN (Sampling)

il

N

100

150

200 250 300
Frame index (utterance BC2011_nancy_APDC2-166-00)

* ARisstill weak for temporal correlation? | ) j]

350

7/18/17
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Thank you for your attention

Q&A

® Toolkit, scripts, slides, and samples:

tonywangx.github.io



