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INTRODUCTION
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INTRODUCTION
Naive model
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NEURAL SOURCE-FILTER MODEL
Idea 1: spectral domain criterion
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NEURAL SOURCE-FILTER MODEL
Idea 2: sine-based source excitation
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Model structure

Natural
waveform
O1.7

NEURAL SOURCE-FILTER MODEL

Spectral distance

l4—

Generated

waveform
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Source module

Gradients

Filter module

FO infor.

Spectral infor.

Condition module

T
Spectral features & FO

- Without AR, flow, or knowledge-distilling
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NEURAL SOURCE-FILTER MODEL
Condition module

Generated
Natural waveform
waveform Spectral distance — O1.T <
o1.7 Gradients
o o«
Source module Filter module
______________ flT&lT
: . FO . . :
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______________________________________________________________________________________

Spectral features & FO c1.B

- Up sampling by replication
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NEURAL SOURCE-FILTER MODEL

Source module

Generated
Natural wavAeform
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Spectral features & FO c1.B

- FF: feedforward layer with Tanh
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NEURAL SOURCE-FILTER MODEL
Source module
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NEURAL SOURCE-FILTER MODEL

Filter module
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Spectral features & FO c1.B
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NEURAL SOURCE-FILTER MODEL

Filter module

Natural . Generated
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Spectral features & FO c1.B

- Neural filter blocks based on dilated convolution (CONV)
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NEURAL SOURCE-FILTER MODEL
Filter module

Similar to ClariNet
Ten dilated-CONV in one block
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NEURAL SOURCE-FILTER MODEL

Training criterion
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NEURAL SOURCE-FILTER MODEL

Training criterion
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Spectral features & FO c1.B

- Please check paper and:

SLP-P22.8, STFT spectral loss for training a neural speech waveform model
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NEURAL SOURCE-FILTER MODEL
Training criterion
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EXPERIMENTS

Test 1: comparison with WaveNet
) Data and feature

Corpus Size Note
ATR Ximera FOQ9 [1I 15 hours 16kHz, Japanese, neutral style
Feature Dimension
_ Mel-generalized cepstrum coefficients (MGC) 60
Acoustic
FO 1
J Models
WOR WORLD vocoder
WAD WaveNet-vocoder for 10-bit discrete p-law waveform
WAC WaveNet-vocoder using Gaussian dist. for raw waveform
NSF  Proposed model for raw waveform

[1] Kawai, H., Toda, T., Ni, J., Tsuzaki, M., and Tokuda, K. (2004). Ximera: A new TTS from ATR based on corpus-based technologies. In Proc. SSW5, pages 179-184..
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EXPERIMENTS

Test 1: comparison with WaveNet
. Speech quality
245 paid evaluators, 1450 evaluation sets

o Copy-synthesis: given natural MGC/FO
o Pipeline TTS:  given generated MGC/FO from acoustic models

+J~ + 4 + +  +

Natural WORLD WaveNet WaveNet Neural
u-law Gaussian source-filter

25

rm Samples, models, codes: https://nii-yamagishilab.github.io/samples-nsf/index.html



https://nii-yamagishilab.github.io/samples-nsf/index.html

EXPERIMENTS

Test 1: comparison with WaveNet
. Speech quality

245 paid evaluators, 1450 evaluation sets

o Copy-synthesis: given natural MGC/FO
o Pipeline TTS:  given generated MGC/FO from acoustic models
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rm Samples, models, codes: https://nii-yamagishilab.github.io/samples-nsf/index.html
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EXPERIMENTS

Test 1: comparison with WaveNet
) Generation speed

How many waveform sampling points can be generated in 1s GPU time?

250k 227 k
200k
150k
100k
50k 20 k
o 0.19 k ]
WaveNet NSF GPU-memory-  NSF normal mode

saving mode

< Memory-saving: release and allocate GPU memory layer by layer (pp. 69-73)
< Single GPU card, same DNN toolkit
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rm Samples, models, codes: https://nii-yamagishilab.github.io/samples-nsf/index.html
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EXPERIMENTS

Test 2: Ablation test
1 One more corpus

Corpus Size Note
CMU-arctic SLT [ 0.83 hours 16kHz, English
Feature Dimension
_ Mel-spectrogram 80
Acoustic
FO 1

J Copy-synthesis

[2] ). Kominek and A. W. Black. The cmu arctic speech databases. In Fifth ISCA workshop on speech synthesis, 2004.




EXPERIMENTS

Test 2: Ablation test

Natural

NSF

ATR Ximera
FOO09

CMU-arctic
SLT

Natural —»

Spectral distance

«— Generated «—

waveform waveform
Source module il Filter module
* FO infor. Spectral infor. 4
Condition module
f
Spectral features & FO
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rm Samples, models, codes: https://nii-yamagishilab.github.io/samples-nsf/index.html
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EXPERIMENTS
Test 2: Ablation test

Natural NSF NSF w/o sine excitation

ATR Ximera B B

FO09
CMU-arctic - - f

SLT

Natural —» Spectra| distance «— Generated <«
waveform waveform
e
Gaussian noise Filter module
Spectral infor. 4
Condition module
f
Spectral features & FO
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rm Samples, models, codes: https://nii-yamagishilab.github.io/samples-nsf/index.html
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EXPERIMENTS
Test 2: Ablation test

Natural NSF NSF only L,
ATR Ximera B B
FOO09
CMU-arctic - - -
SLT L - -
O1.7—> Framing FFT > Ls<| FFT Framing «———0;.7
iDFT

rm Samples, models, codes: https://nii-yamagishilab.github.io/samples-nsf/index.html

De-framing ﬁ

L.;: frame shift 5ms, window length 20ms

31
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EXPERIMENTS
Test 2: Ablation test

Natural NSF NSF only L, NSF L ;+L,,
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SLT ~%) - [%)) ), .
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iDFT |— De-framing

Framing > FFT > Lso¢| FFT [« Framing

De-framing —‘

Ls;: frame shift 5ms, window length 20ms
Ls,: frame shift 2.5ms, window length 5ms T4

A
4

iDFT

Y

rm Samples, models, codes: https://nii-yamagishilab.github.io/samples-nsf/index.html
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SUMMARY

NSF
Natural —» Spectra| distance «— Generated <«
waveform waveform
Source module il Filter module
* FO infor. Spectral infor. 4

Condition module

f
Spectral features & FO

- Condition: up sampling _
- Source: sine excitation Easy training

. Filter: dilated-CONV - Fastgeneration
High-quality waveforms
«  Criterion: STFT =
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SUMMARY

Recent work
. Simplified NSF: faster generation speed

A

A

a.t
i Tanh FF i Tanh
1.7 :y? R Dilated N ‘ - Dilated g FF #ﬁ-’ﬁ o) b—l— O,H Y1
! conv | & Nsigmoid/™ ¥ FF %»% conv Slgm0|d FF byr
Ci1.T
a.r

Dilated Dilated
> >+ > >t —ﬂ FF H x —I— a Yy
conv . /T conv . P =
Ci.T

3
~
A
5
-

J Simplified NSF -> Harmonic-plus-noise NSF
Best quality
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Questions & Comments
are always Welcome!
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INTRODUCTION

Autoregressive (AR) model
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INTRODUCTION
Normalizing flow + knowledge distilling

Teacher AR WaveNet
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* Fast generation 2o N
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| Complicated model %
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EXPERIMENTS
E2: Ablation test

NSF w/o ‘residual’
Natural NSF : / )
connection in filter module
FO09 N ) C2))
CMU-arctic [ [9)) L 2)) B
Filter block
= Dilated Tanh F|F \ Dilated Tanh F|F ‘ | l ai.r »Y1.7
"R conv TﬂSigmoidM FF b»®| | CONV TﬂSigmoidM FFH@g
C1.T T Ci.T7 T 1:T

46
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SUMMARY

Recent work
J Input FO?

- VCTK corpus, Mel-spectrogram + FO
- Samples generated from NSF, by changing FO only

< < 14)
1) 1) 1)
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SUMMARY

Recent work

J Input FO?
- https://arxiv.org/abs/1904.12088
- Same Mel-spec., different FO input
Corr. ~1.0

U — T

FO contour a
— NSF |—— Waveform 1—— FO contour 1
Random Natural Mel-spec.

sampling
A//’ \‘

FO |/ — FOcontour b | NSE > Waveform 2 ——» FO contour 4
model Natural Mel-spec.

S T

FO contourc | NSF |—> Waveform 3—— FO contour 5
Natural Mel-spec.

l

FO contour from Mel-spec.

v\

Corr. ~0.9 48


https://arxiv.org/abs/1904.12088

SUMMARY

Recent work

J Input FO?
- https://arxiv.org/abs/1904.12088
- Same Mel-spec., different FO input
Corr. ~0.92

A T

FO contour a
— WaveNet ——> Waveform 1 — FO contour 1
Random Natural Mel-spec.

sampling
A// \‘

Fo |/~ " contour b__, WaveNet [—> Waveform 2 ——— FO contour 4
model Natural Mel-spec.

// \‘

FO contour ¢ — WaveNet|—— Waveform 3 —— FO contour 5
Natural Mel-spec.

l

FO contour from Mel-spec. Corr. ~0.97

v\

- Not easy to control FO of generated waveforms from WaveNet
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SIMPLIFIED NSF

Comparison with original NSF
J Waveform generation speed

Number of waveform values generated in 1s GPU time

Original NSF Simplified NSF
AR WaveNet
Memory save Full speed Memory save Full speed
190 20,000 227,000 88,000 327,000
. Number of model parameters
AR WaveNet Original NSF Simplified NSF
~29M ~1.8 M ~1.07 M

** Memory-save mode: release and allocate GPU memory layer by layer

50



SIMPLIFIED NSF
Improve the simplified NSF?

Source module

Filter module

Condition module

\

Epoch 12

—

— training set
val set

Epoch 28

e —
———

. 3 .10 15 2 5
Simplified NSF trained on Mel-speetrogram, 16kHz Japanese data

Unvoiced sound disappears
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SIMPLIFIED NSF
Improve the simplified NSF?

Source module ‘ Dilated *é Dilated *GAI‘ Dilated J/él Dilated él Dilated
CONV CONV CONV CONV CONV

Condition module

- ARl 2 L Tz

De-voiced L 7z

/  Separate streams for unvoiced / voiced sound
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HARMONIC-PLUS-NOISE NSF

HPN NSF

Noise

Filter module 1

A

Condition module

- Harmonic + noise style

- How to merge?

Merge
Sogrce module Filter module 2 1
(sine-based)
T FO s
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HARMONIC-PLUS-NOISE NSF
HPN NSF

Noise Filter module 1

A

Source module
(sine-based)

T FO .
Condition module

Filter module 2

- Harmonic + noise style
- How to merge?

- Summation: may not separate harmonic from noise



HARMONIC-PLUS-NOISE NSF
HPN NSF

A

A

Source module
(sine-based)

T FO .
Condition module

Noise Filter module 1 —‘
~

Filter module 2

Voice/unvoiced

- Harmonic + noise style
- How to merge?
X Summation: may not separate harmonic from noise

X Merge in time domain: hard / soft switch
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HARMONIC-PLUS-NOISE NSF
HPN NSF

-100 -

-150 1

=200 - Ml

wo] | e Al
MT'MT

0] Ww,m.,wmmn
-350 - | |Wh Noise part

Harmonic part

FFT bins

100 : 200 0 : 0 . 50
X Summation: may not separate harmonic from hoise

X Merge in time domain: hard / soft switch
v Merge in frequency domain: FIR filters
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HARMONIC-PLUS-NOISE NSF
HPN NSF

Noise Filter module 1 /

A

Source module
(sine-based)

Filter module 2

T FO .
Condition module

- Harmonic + noise style

- How to merge?
X Summation: may not separate harmonic from noise
X Merge in time domain: hard / soft switch
v Merge in frequency domain: FIR filters



HARMONIC-PLUS-NOISE NSF
HPN NSF

Noise Filter module 1 /

A

Sogr ce module Filter module 2 \
(sine-based)
T F0 L
Condition module u/v

Harmonic + noise style
How to merge?
v Merge in frequency domain: FIR filters

o Change cut-off frequency based on voicing condition
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component

noise’

{

Spectrogram of
T Spectrogram of ‘harmonic’ component

4 kHz
8 kHz -
4 kHz



7.0 .
— training set
\ ~— val set
6.5 \

6.0
Learning curve

55

Error

el0 e21

\
W\
| \Q ﬂ > >>> e33

-150

-200

-250

-300

-350

-400




SUMMARY
Samples (16kHz waveform, natural acoustic features)

Simplified &
M Original NSF Simplified NSF improved NSF

Mel spec MeI spec Mel spec

MGC + FO

]9 ) ) <) <)
< DN
I3 ) <y oy <)

- Natural MGC / Mel-spectrogram
- Natural FO

MGC + FO MGC + FO
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SUMMARY
Samples (16kHz waveform, text-to-speech)

Simplified &
M Original NSF Simplified NSF improved NSF

Mel spec MeI spec Mel spec

MGC + FO

1) ]1) 1) )
< < NN
) ) )y <)

- Predicted MGC / Mel-spectrogram from text
- Natural FO

MGC + FO MGC + FO
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NEURAL SOURCE-FILTER

Training criterion

MODEL

«— O1.7

~

Framing/
windowing
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Natural Framing/ 2™ y(”) 4 T Framin
> g/
. » 4— d
waveform 01T windowing DFT :C_ DFT windowing
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in o FaEe T
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|
N frames

Complex-value domain

Real-value domain

Generated
waveform




NEURAL SOURCE-FILTER MODEL

Training criterion

1%t Frame — (X2

T
2" Frame — |72

E

)
>

Nt Frame — 2

T rows
{ A
wiy o|0]| 0 ]
0 |w2f{ 0|0
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NEURAL SOURCE-FILTER MODEL
Training criterion

Natural Framin (™) y" g™ z™ - . Generated
o1. g/ > , «— > ] Framing/ .
waveform 1T windowing DFT L DFT |« windowing ¢ OLT \waveform
——————————— (n) oL
________ g inverse oz(™) De-framing .
___________ I DET “l /windowing — aalsT Gradients L
_____________ oL oL oL oL
g™ g® g oz 0z ozV 001.7
— a 5L Jr JC] 7 oL
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a oL L]
92 bzl | Frame 902
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. —» ! —> De-framing/
DFT oL ees | OL 9L —» g >
DFT I (Y oz |05 windowing
bins
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PART 3

Implementation issue
J WaveNet memory consumption in generation

WaveNet

[ N ti
— ime steps
, I N g dilation size)
Implementation (I
GPU Memory for 1
Number of_ neural network in : > L1
layers ]
theory O
—
O
s
\ Y J K
Waveform length Memory for 1 time step

- Only allocate GPU memory for generating 1 waveform point
« Fort=1:T, reuse the memory space
- Check: http://tonywangx.github.io/pdfs/CURRENNT_WAVENET.pdf (pp.44-55) 66



http://tonywangx.github.io/pdfs/CURRENNT_WAVENET.pdf

PART 3

Implementation issue
J NSF normal node

NSF

GPU Memory for Implementation
neural network in | >
theory

Number of |
layers

- Normal mode: allocate GPU memory for all layers and all time steps

\ J

Y
Waveform length

- GPU memory consumption is large for long waveforms
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PART 3

Implementation issue
1 NSF memory-save node

Number of |
layers

\

GPU Memory for

neural network in
theory

J

Y
Waveform length

Memory-save mode:

NSF

Implement

a§ion

- Allocate GPU memory for the current layer and all previous
layers it depends on

- Release GPU memory when one layer is no longer needed

GPU memory consumption is small
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PART 3

Implementation issue
1 NSF memory-save node

Number of |
layers

GPU Memory for

neural network in
theory

(

J

Y
Waveform length

NSF

Implement

a§ion

Memory-save mode:

Function __computeGenPass_LayerBylLayer _mem
Build layer-dependency graph

Forlayer n=1:L

Allocate GPU memory and compute layer_n’s output
For layer_m =1 :layer_n where layer_m’s output is input to layer_n
If layer_m is no longer needed by any layer, release memory of layer m
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