Investigation of enhanced Tacotron text-to-speech synthesis systems with self-attention for pitch accent language
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* The end-to-end approach has not been fully investigated in languages other than English. Three condition variants:

Subjective evaluation
» We applied Tacotron to the Japanese language (pitch-accented language). - Acoustic feature: | M || M | mel-spectrogram | | o
(12.5 / 5ms frame shift) Analysis by synthesis |l Pipeline [ Proposed systems
» To handle its pitch accent, accentual label embedding is introduced. V | vocoder parameters

- r 1+ O 1+ 1 O O
* A new architecture with self-attention is proposed to capture long term dependencies. - Accentual type: | / | included |N/A excluded I | | |

Ul
|

* We conducted a listening test with various systems and conditions. corrupted:

A

* Our proposed systems showed the effectiveness of self-attention.
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Tacotron handles the three components as a single model. X1 X X3 X4 Number of utterances
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O Listener's reaction to corrupted O Mel spectrogram vs Vocoder parameters:
accents: * Vocoder parameters are better feature for
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We investigate the effect of : Tacotron.
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» Additional improvement is required to reach the quality of pipelines.
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