
Let                 be prob. of {spoofed and bona fide}.
Let              be logits of softmax output layer.

I Max-prob. estimator[2]: 
II Negative energy[3]:
III Min negative Mahalanobis dis. [4]

IV Jointly trained DNN conf. estimator[5]:

V Independent DNN conf. estimator (require labels)
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Existing CMs usually do not produce confidence.
CM confidence may be informative:
§ abstention: avoid risky decisions for low-confidence trials
§ active learning: annotate them and add to training data [1]

How to estimate confidence scores? Any benefit?
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Methods to estimate confidence c

Experiments

Countermeasure (CM)
Spoofed
Bona fide

It is bona fide,
but not so sure

Input trial
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Known trials Unknown trials

Train
set

T1 LA trn. (2,580 / 22,800) -
T2 LA trn. (2,580 / 22,800) ESPNet (250 / 2,000)
T3 LA trn. (2,580 / 22,800) BC19 (100 / 7,625)

Test
set

E1 LA test kn. (7,355 / 19,656) LA test unk. (0 / 44,226)
E2 LA test kn. (7,355 / 19,656) VCC (770 / 49,467)

Model config
§ LFCC, LCNN + LSTM + pooling + linear[6]

§ Either additive margin (AM) or vanilla plain softmax
Database & protocols
§ unknown trials should receive low conf., i.e., they do not

match with training data in terms of channel, language, …
§ known trials should receive high conf..
§ Two test sets to simulate different testing scenarios.
§ Let’s focus only on T1 training set, which is is the standard

ASVspoof 2019 LA training set.
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{l0, l1}
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<latexit sha1_base64="zpNqOzH9KXn58ZpJsCtGVS467cg=">AAACj3icbZFLaxsxEMflTR+p04fd0lMvIqbQQzG7ITS9tBgKJb25UCcB77KMtLItrMcizTYxy36YXJtPlG8T+XHoJhkQ+vObGebFSiU9xvFtJ9p78vTZ8/0X3YOXr16/6fXfnnlbOS4m3CrrLhh4oaQRE5SoxEXpBGimxDlb/lj7z/8K56U1f3BVikzD3MiZ5IAB5b33nH6jqYartB7n8Wc6zpO0oXlvEA/jjdGHItmJAdnZOO93WFpYXmlhkCvwfprEJWY1OJRciaabVl6UwJcwF9MgDWjhs3rTf0M/BlLQmXXhGaQb+n9GDdr7lWYhUgMu/H3fGj7mm1Y4+5rV0pQVCsO3hWaVomjpehm0kE5wVKsggDsZeqV8AQ44hpV1UyMuudUaTFGnzDfTJAu/VcW6F6vqQdK0BtuOg0w9Qtto7qBcSH7VpszaJUIo1KK6UiidvWy64SrJ/Rs8FGdHw+TL8Pj38WD0c3efffKBHJJPJCEnZEROyZhMCCc1uSb/yE3Uj06i79FoGxp1djnvSMuiX3ddrMrM</latexit>

c = max{P0, P1}
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c = � log
P

i exp(li)

LFCC CM scoring
LCNN + LSTM + pooling + linear
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✓s
Spoofed

Bona fide

Abstention
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Softmax logits
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c = � log
P

i exp(li)

<latexit sha1_base64="gfqe8MlnfzWfUpQCdizCVuRtIUw=">AAAEvnicfVNbb9MwFM5KgVFuGzzyYuiYhrRFCdpgb0yqkBDSxtjWbVJTTbbjtFZ9Cbaztlj+Q/waXsevwUnbsW4VR0py8tnnO5fPRjmj2kTR1VLtXv3+g4fLjxqPnzx99nxl9cWploXCpI0lk+ocQU0YFaRtqGHkPFcEcsTIGRq0yvWzS6I0leLEjHPS5bAnaEYxNB66WK21EkU0/UmQHNnE8xVcDGlq+s6+draRINKjwhqICgaVs8ybayRG5qpgpAGubR0cY6kIUFD0SPmb8IIZquTQxs7G4Q7mzp4oSAX0pX1yfodtawJkBhLC874txEDIoXAghQY6kCSNhNO0yrIPRyBXEoWzVGs4oaIThTubIH63BuZsHRzIm74BushzqQxJQcn6WRDVGwNdVTulSjg0fYTskVu7S/EtLycFWRl8QHoh2N9KvS5hFQx89MaWf2VmvAmif8Wsg6pZnxRmhijQ2l/E15IiCwHyQ8P9WTEb0cKuvkoqDBsDM6UdUtOfsS7q87jIibqk2v/+j3giHcmhgobcoK/wI/KjoGpKmCBpjOSVIgkR6fWhaLiLlWYURpWBu048dZrB1A4vVpdQkkpccCIMZlDrThzlpmuhMhQz4k9YoX1NeAB7pONdATnRXVsddwfeFmVXmVT+EQZU6M0IC7nWY478zlJYfXutBBetdQqT7XYtFXlhiMCTRFnBgJGgvDsg9cPApQgphVhRXyvAfT857BX2TIIMseQc+tkkSLtO3PVfydKyFslsM3ZzjU3aMYgtQOehnoJ5n+LRPIqkHHgN9Dw6u3au4VWJb2tw1zl9H8Yfwu3v28293ak+y8Gr4E2wEcTBx2Av+BIcBu0A137Vfteuan/qe/WszutysrW2NI15GcxZffQXqax0Ag==</latexit>

Score range Trainable? Use of unknown data

Max prob. c 2 [0.5, 1) No Not supported

Energy score c 2 R No Optional

Neg. M-dist. c 2 (�1, 0) Trained after CM Optional

Conf. branch c 2 (0, 1) Jointly trained with CM Not supported

Supervised c 2 (0, 1) Separately trained Required

LCNN + LSTM + pooling + linear
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{P0, P1}
A revised cross-
entropy criterion
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T1 - E1
AM-softmax

T1 - E2
Plain softmax

T1 - E1
Plain softmax

Contact: wangxin@nii.ac.jp,  Code: https://github.com/nii-yamagishilab/project-NN-Pytorch-scripts 
Partially supported by JST CREAST grant JPMJCR18A6, JPMJCR20D3, JSPS KAKEN 21K17775, 21H04906, 18H04112, and Google AI for Japan program.   

Messages

Unknown spoofed and Unknown bona fide should have lower conf. scores.
Known spoofed and Known bona fide should have higher conf. scores.
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§ Avoid making 
decisions on trials w/ 
low conf. scores

§ Select useful training 
data w/ low conf. (see 
arxiv: )

Can conf. scores be estimated?
x max-prob. and a few methods
✓ Promising: Neg. energy and conf. branch are
§ With AM-softmax, no, CM scores follow bi-nomial

dist. – the CM is over-confident 
§ With plain softmax, yes

What is benefit of using confidence scores?

Limitation: unknown unknowns are difficult to 
detect, for example, unknown bona fide data with 
low CM scores

EER: 2.85%

I max-
prob.

II Neg. 
Eng.

IV Conf. 
branch.


