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Abstract
▪ What is the appropriate unit to model, generate, and control vocalization such as 

laughing and crying?
▪ The investigated unit in this paper: Uniform segment units (see the right-side figure)
▪ Switching the unit from global to segment does not degrade the quality, but does 

degrade the perception of vocalization classes
▪ Bringing the controllability of vocalization

global segment-based

1coughing 0 0 1 1 0 1 0 0

2crying 2 2 2 0 0 2 2 0

9yawning 0 9 9 9 0 0 0 0
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Datasets
▪ Pretraining (speech): 
▪ VCTK
▪ Fine-tuning (vocalization)
▪ Deeply Nonverbal 

Vocalization dataset
1. coughing 
2. crying 
3. laughing 
4. moaning 
5. panting 
6. screaming 
7. sighing 
8. throat-clearing 
9. yawning 

Listening test results (10 subjects)

Confusion matrix of the classification results
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Experimental systems
▪ NAT

▪ Natural audio
▪ BASE 

▪ Uses global labels
▪ SAME

▪ Uses segment labels extracted from natural samples of the 
same vocal class 

▪ e.g. segment-based labels extracted from natural laughing 
samples to generate laughing samples

▪ DIFF
▪ Uses segment labels extracted from natural samples of the 

different vocal class 
▪ e.g. segment-based labels extracted from coughing, crying, 

panting, yawning, and screaming to generate laughing samples

Inference

Inference

Training phase only

How to annotate 
segment labels: if the 
RMS value within its 
window is above -24 dB
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