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Introduction

1. F1-score

2. LRAP (label ranking average precision)

Testing

Overview of our proposed method

Automatic recognition of the predominant or lead 
instrument(s) 

Input music signals can be polyphonic and 
multi-instrumental

Predominant Instrument Recognition

Automatic instrument recognition has various applications in music 
recommendation, music transcription, etc. 

We propose a robust end-to-end instrument recognition system for 
polyphonic multi-instrument music, using isolated musical notes as pre-
training data. 

We report the results on the 
IRMAS testing data. 

NSynth pre-training strongly 
improves performance   

All augmentation techniques 
help, and mixing two 
samples with soft labels 
has the most impact  

Outperforms previous end-
to-end system by 0.066 in 
micro F1-score (10.9% 
relative improvement) 

Better performance than 
most previous methods that 
use time-frequency 
representations as inputs, 
except for [19], whose 
model has 25.5M 
parameters, while our model 
has 1.3M 

NSynth pre-training helps 
regardless of the volume of 
fine-tuning data. However, 
with pre-trained weights and 
10% of IRMAS training data, 
we can train a reasonable 
model. 

Motivation

A lack of well-annotated 
polyphonic musical data 
has been a constraint, 
because:

Domain knowledge is necessary for annotation 
Well-produced music recordings have copyright issues. 

Monophonic sounds and isolated notes require relatively less effort to 
collect and label. 
       => Can we use isolated monophonic notes as pre-training data? 

Methodology
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Overview of our proposed method

Instrument Recognition Model Architecture

Augment the monophonic musical note data 
by mix-up [Zhang+, 2017] [Tokozume+, 
2017], concatenating, and adding effects, to 
alleviate the domain gap 

Pre-train the model with augmented 
monophonic musical note data.  

Fine-tune the pre-trained model using 
polyphonic, multi-instrument musical 
recordings

Dataset
Pre-training: NSynth [J. Engel+, 2017]

Samples of instruments sustaining a note for 3s and 
letting it decay for 1s

Fine-tuning: IRMAS [Bosch+, 2012]
Professionally produced western music recordings of various genres, with excerpt-wise 
predominant instrument labels of 11 classes: cello (cel), clarinet (cla), flute (flu), acoustic 
guitar (gac), electric guitar (gel), organ (org), piano (pia), saxophone (sax), trumpet (tru), 
violin (vio), and human singing voice (voi)

Experimental Settings
https://github.com/nii-yamagishilab/predominant-instrument-recognition

Training

Evaluation Metrics

Experimental Results

Conclusion
A pre-training and fine-tuning approach using monophonic isolated 
musical note data proves effective in predominant instrument recognition.  
Data augmentation techniques during pre-training contributes to the 
robustness of our model. 
Our best model achieves a micro F1-score of 0.674 and  an LRAP of 0.814, 
marking a significant improvement of 10.9% and 8.9% relative to the 
previous end-to-end approach. 

Confusion matrix of single predominant instrument 
identification. The columns are predictions and the 

rows are ground truth labels.  

Divide input audio into 
1-second clips

Average the clip-wise predictions to get the 
segment-wise predictions

https://github.com/nii-yamagishilab/predominant-instrument-recognition

