Exploring Isolated Musical Notes as Pre-training Data for
Predominant Instrument Recognition in Polyphonic Music
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Introduction Experimental Settings

© Automatic instrument recognition has various applications in music https://github.com/nii-yamagishilab/predominant-instrument-recognition
recommendation, music transcription, etc.
o0 We propose a robust end-to-end instrument recognition system for 3 seconds - M seconfl
polyphonic multi-instrument music, using isolated musical notes as pre- m
training data. i ®
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where .Z; = {k vk = 1, fu zﬁj} and rank;; = |{k - e > f,J}} | - | computes number of
O Domain kﬂOWledge IS necessary for annotation elements of the set and || - || computes the number of nonzero elements in a vector.

o Well-produced music recordings have copyright issues.

M honi d d isolated not ' latively | ffort t .
Coﬁggcpanodn::bseﬁun s and isolated notes require relatively less effort to EXperImentaI Results

=> Can we use isolated monophonic notes as pre-training data? / TABLE II

TRAINING WITH RANDOM INITIALIZATION vs. WITH NSYNTH
PRE-TRAINING

We report the results on the
IRMAS testing data. Initialization F1-micro F1-macro LRAP
e O O O Random 0.634 & 0.0075 | 0.536 £ 0.0127 | 0.780 £ 0.0057
. NSynth 0.674 £ 0.0068 | 0.584 + 0.0068 | 0.814 £ 0.0020
/ o NSynth pre-training strongly
improves performance TABLE III
P | J ‘ P | ‘ mixup /| concatenation / add audio effects ABLATIONS OF PRE'TRAINING AUGMENTATION METHODS
@ |« ° All augmentation techniques | B 1 o e & 00065 | 0814 & 00030
S s help, ?nd m_nxr:ng ft"‘:o | - mixup 0.657 4+ 0.0029 | 0.560 - 0.0045 | 0.804 + 0.0040
Large-scale ) samples with soft labels | _ .40 effect | 0.671 + 0.0031 | 0.576 +£0.0055 | 0.812 + 0.0030
Monophonic Augmentations | | Step 1 has the most impact - both? 0.642 £ 0.0050 | 0.535 4 0.0031 | 0.791 + 0.0037
Musical Note Data — pre-train the model - concatenation | 0.670 & 0.0012 | 0.576 + 0.0015 | 0.813 & 0.0013
N — O Qutperforms previous end- 2 Without mixup and audio effects
to-end system by 0.066 in TABLE IV
SR Step 2 a N micro Fl1-score (10.9% COMPARISON OF EVALUATION RESULTS ON THE IRMAS TESTING DATA
CINC " fine-tune the model Instrument relative improvement) Methods Features Fl-micro | Fl-macro | LRAP
Sl | N Recognition ) "sirument This work Waveform | 0.674 | 0.584 | 0.814
Musical Data Model T ° Better performance than | (oente el | cor | os41 | o048 | 0303
s - atimenos et al. : : :
_ Y, Tszsiiﬁqr:x:'rzlasugii/mds that | 7 ong et al. [1972 Mel 0.680 0.600 | 0.818
Overview of our proposed method . : Reghunath & Rajan [17] | Mel® 0.66 0.62 -
representations as Inputs, Yu et al. [16] Mel 0.661 0.569 .
by mix-up [Zhang+, 2017] [Tokozume+ model has 25.5M Han et al. [14] e 0.1 021 '
! . ! Waveform arameters, while our model
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identification. The columns are predictions and the
rows are ground truth labels.

/ Dataset Conclusion

Pre_training: NSynth [J Enge|+, 2017] SUMMARY OF THE NSYNTH DATASET AND THE IRMAS DATASET
o Samples of instruments sustaining a note for 3s and Sl o R At RUAS et o A pr_e-training and fine-tuning a_ppr_oach using mon_ophonic isolated N

letting it decay for 1s FSanples | 305979 &M05 297 _ musical note data proves effective in predominant instrument recognition.

uration per sampie secondas secondas - seconds
- - Total duration 340.0 hours 5.6 hours 13.5 hours @) I I I _ TN :
Fine-tuning: IRMAS [Bosch+, 2012] Data augmentation techniques during pre-training contributes to the
" ' duced ; f ) robustness of our model.
© Professiona roduced western music recordings of various genres, with excerpt-wise _ _
y P d J P © Qur best model achieves a micro Fl1-score of 0.674 and an LRAP of 0.814,

predominant instrument labels of 11 classes: cello (cel), clarinet (cla), flute (flu), acoustic : St _ _
guitar (gac), electric guitar (gel), organ (org), piano (pia), saxophone (sax), trumpet (tru), marking a significant improvement of 10.9% and 8.9% relative to the

violin (vio), and human singing voice (voi) previous end-to-end approach.



https://github.com/nii-yamagishilab/predominant-instrument-recognition

