
Attack algorithm : Variational Inference with adversarial learning for 
end-to-end Text-to-Speech (VITS). [2]

CM training data : 3000 bonafide utterances from VCTK [3]  and 3000 
spoofed utterances generated by VITS models listed below:
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Motivation
Performance and behaviour of many deep-learning-based voice 
deepfake/spoofing detection models vary when retrained [1]. It is 
possible that the same could be true for deep-learning-based 
deepfake/spoofing generation models, potentially to an extent 
that own countermeasures (CMs) might fail to detect them.
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Conclusions

❏ Spoofing countermeasures trained on data generated with one attack 
configuration are vulnerable to variations of the same algorithm.

❏ Training CMs with spoofed utterances from multiple, differently configured attack 
algorithms significantly improves generalisation.

❏ Future research should extend the evaluation of current CMs to other attack 
algorithms and explore the benefits of spoofing attack augmentation in improving 
generalisation to entirely different attacks.

Experiments and results

Spoofing attack models

❏ Matched training and testing conditions result in zero or near-zero equal 
error rate (EER) for all CM systems.

❏ EER increases under mismatched conditions; however, AASIST and 
SSL-AASIST systems are relatively more robust across different synthetic 
data.

❏ RawNet2 shows substantially higher EERs under mismatched conditions.
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Table 2: CM performance in terms of the EER (%) in different training and testing 
conditions.

Adversarial 
perturbation

CM

CM

CM

CM

What we do:
❏ train CM with spoofed data generated from a  text-to-speech (TTS) attack;

❏ retrain the TTS attack as adversarial attacks to a fixed CM;

❏ propose spoofing attack augmentation to improve CM generaliability.

❏ V1                   : Basic model trained with default conditions.
❏ V2 - V4          : Models trained each with one condition different to V1.
❏ V1.2 - V1.5   : Same V1 model, different generation conditions.

Table 1: VITS training and generation settings across 
different sets ( ’-’ indicates identical settings to V1).

Table 3: Performance in terms of the EER (%) for CMs 
trained on combined sets V2-V4 and tested against 
unseen V1 and V1.2-V1.5 attacks.

❏ Training CMs with spoofed data from multiple, 
differently configured attack algorithms improves 
generalisation to spoofing attacks.

❏ RawNet2 shows higher variability in EER across 
different attack configurations


